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1 Problem statement

Consider the following structure (Belloni et al., 2014):

yi = αdi + x
′
i βg + εi (1)

di = x
′
i βm + ζi (2)

where yi is the response, βg, βm the structural and treatments effects of variables xi respectively, di
is the treatment, α is the treatment effect and εi, ζi are stochastic errors such that

E [εi | xi, di] = E [ζi | xi] = 0

Let n be the number of observations and p = dim(xi) with p + 1 � n . Considering the latter
inference under OLS would be impossible given the absence of degrees of freedom (n− p). One
can say that given in (1) the most important value is α which is the impact of di over yi so, it would
be a good idea to select only a few variables (s) in xi so that n > s + 1 .

To select which variables to include is a question as important as the estimation process, and for
that duty two different techniques are the LASSO estimator and Markov chain Monte Carlo model
composition (MC3) which are different approaches to the same problem, model selection.

The LASSO estimator consider an optimization problem as the following for the case of a simple
lineal model:

β∗ = min
β∈Rp

n

∑
i=1

[
di − x

′
i βm

]2
+ λ

p

∑
j=1
| β j | (3)

where λ is a penalization coefficient. Let T be

T =
{

j ∈ 1, 2, ..., p : | β∗j |> 0
}
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the post-LASSO estimator is defined as:

β̂ = min
β∈Rp

n

∑
i=1

[
di − x

′
i βm

]2
: β j = 0 ∀j 6∈ T

MC3 is a Bayesian methodology which uses a stochastic search comparing different models by its
posterior model probability.
Following Simmons et al. (2010), let M = {M1, M2, ..., Mm} be the set of models under considera-
tion, and d the observed data as in (2). The posterior model probability for model Mj is defined
as:

P(Mj | d, M) =
P(d | Mj)π(Mj)

∑m
i=1 P(d | Mi)π(Mi)

∀j = 1, 2, ..., m

where
P(d | Mj, M) =

∫
...

∫
P(d | αj, Mj)π(αj | Mj)dα ∀j = 1, 2, ..., m

is the integrated likelihood of the model Mj, αj is the vector of parameters of the model Mj,
π(αj | Mj) is the prior of parameters under Mj, P(d | αj, Mj) is the likelihood and π(Mj) is the
prior of the prior probability that Mj is the true model.

2 Objectives

2.1 General objective

To propose a methodology based on MC3 in order to compare its performance on the inference of
a treatment based on frequentist results given by the post-double-LASSO (PD-LASSO) estimators.

2.2 Specific objectives

• Implement the PD-LASSO and MC3 on simulations exercises.

• Gather real information and use both methodologies.

• Compare both methodologies and analyse how they perform based on simulation and real
cases.

3 Preceding research

Econometricians always want to show the relationship between some variables (regresors) and
a specific variable such as the gross domestic product (gdp), but maybe which variables are the
ones which explain in a better way is one of the most important question. There are different
ways to answer the latter, so that is the reason of why model selection have had attention among
researchers, to know which is the best group of variables.
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For instance, Tibshirani (1996) develop a methodology which shrinkage a linear model which
leads to answer the question of which is the best model, on the other hand, there are the Bayesians
methods which lead to answer the same questions but from a different perspective as we can see
in a review made in Wasserman (2000) who gives a review in what is the basics of the Bayesian
methodology for model selection via the posterior model probability.

Belloni et al. (2014) worked on the inference of a treatment effect using a model which had a lot of
possible regresors and performing a model selection using a PD-LASSO estimation which is using
the idea of the LASSO estimation as in Belloni and Chernozhukov (2011) but in two stages and
also show that it had a better performance than the original methodology.

4 Justification

Usually, econometricians face a concern, which consists in not identifying the variables that can
be useful for the model. Thus, it is commonly seen among researchers and may not help in the
selection of a set of controls among a group of variables (Belloni et al., 2014).

The PD-LASSO technique, following the intuition on Tibshirani (1996) but with Belloni and
Chernozhukov (2011) implementation, is an alternative used with the purpose of increasing
accuracy in the variable selection process. Therefore, the principal aim of this project is to design
an analog strategy to PD-LASSO using a Bayesian method called MC3 for the issue of model
selection in order to explain the effect of a treatment over a variable.

5 Scope

The project focuses on the development of a methodology based on MC3 following the idea of the
PD-LASSO estimator in Belloni et al. (2014). The benefits of using MC3 had been widely prove
as in Johnson and Rossell (2012); Simmons et al. (2010); Wasserman (2000); Eicher et al. (2012)
but using a idea of a double selection as in the PD-LASSO estimator is clearly an interesting idea
which could lead to excellent results in the model selection.

Furthermore, the idea is to compare both methodologies and see if our proposed methodol-
ogy leads to better inference on treatment effects.

6 Methodology

The first stage is understanding the LASSO estimator and replicate a Monte Carlo simulation
using the PD-LASSO procedure in Belloni et al. (2014) and then use MC3 and see how it perform
using the same simulated data.

The second and last stage is to replicate the exercise using real data as in Donohue III and
Levitt (2001) for both approaches and compare how both perform.
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7 Schedule

Dates Activity
February 1st - 29th Study Bayesian econometrics
February 7th - February 21st Literature Review and PD-LASSO implementation
February 1st - 12nd pre-project
February 19th Proposal presentation
March 1st - April 8th Methodology development
April 8th Oral progress report
April 8th - April 22nd Gather real data
April 22nd - May 6th Check performance
May 1st - 20th Write the final report
May 20th Final project report
May 20th - June 7th Preparation of final project presentation
June 7th Final project presentation

8 Budget

This research will not required any budget, because EAFIT University provides data bases for the
literature review, software licenses to implement the computer model and the tutor professor.

9 Intellectual property

According to the internal regulation on intellectual property within EAFIT University, the results
of this investigation practice are product of Mateo Graciano Londoño as student and Andrés
Ramírez Hassan as tutor professor.

In case further products, beside academic articles, should be generated from this work, the
intellectual property distribution related to them will be directed under the current regulation of
this matter determined by EAFIT University (Universidad EAFIT, 2009).
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