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INTRODUCTION



What is Deep Learning?



Introduction

How can we teach computers to locate faces in an image?

1Image retrieved on 17/02/2016 from http://www.ukprogressive.co.uk/wp-

content/uploads/2015/02/face-algorithm.png



Introduction

How can we teach computers to understand our voices?

2Image retrieved on 17/02/2016 from http://www.psfk.com/2014/12/voice-recog

nition-software-translates-words-from-those-with-speech-disorders.html



Introduction

How can we teach computers to recognize characters?

3Image retrieved on 18/02/2016 from http://teaching.paganstudio.com/digital

foundations/wp-content/uploads/2013/09/lpr_software_1.jpg



Introduction

How can we teach computers to identify healthy and unhealthy
patients?



Inspiration

4Image retrieved on 17/02/2016 from http://cosmonio.com/Research/Deep-Lear

ning/files/small_1420.png



Brain as a System

Learning Mechanism
Inputs Outputs



Brain as a System - Single-Layer Perceptron

Learning Mechanism
Inputs Outputs

Input 1

Input 2

Input 3

Output

Input
layer

Output
layer



The XOR Problem

What about non linear-separable groups?

5Image retrieved on 18/02/2016 from http://lab.fs.uni-lj.si/lasin/wp/

IMIT_files/neural/nn06_rbfn_xor/html/nn06_rbfn_xor_3_newpnn_01.png



Neural Network - Multilayer Perceptron
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Deep Learning

Definition

Deep Learning is a subfield of Machine Learning which uses
computational models, with hierarchical architectures com-
posed by multiple processing layers, to learn representations
of complex data such as images, sound and text [1].



PRECEDING RESEARCH



Preceding Research

2004 Methods based on BoW for image classification problems [9]

2006 Incorporating spatial geometry to BoW models [11]

2006 . . .

2010 Sparse coding for the image classification problem [10]

2011 Extracting high-order statistics - Fisher kernel [8]

2012 CNN for image classification problems [13]

2014 Development of a new visualization strategy [6]

2015 Successful use of deeper architectures [5], [12]

2015 Strategies for avoiding overfitting and underfitting [7]

2016 Representation learning for Deep Neural Networks [14]

Not only improving performance, but also gaining a better
understanding of DL and DNN.
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Preceding Research

2004 Methods based on BoW for image classification problems [9]

2006 Incorporating spatial geometry to BoW models [11]

2006 Hinton [15], LeCun [16], Bengio [17]

2010 Sparse coding for the image classification problem [10]

2011 Extracting high-order statistics - Fisher kernel [8]

2012 CNN for image classification problems [13]

2014 Development of a new visualization strategy [6]

2015 Successful use of deeper architectures [5], [12]

2015 Strategies for avoiding overfitting and underfitting [7]

2016 Representation learning for Deep Neural Networks [14]

Not only improving performance, but also gaining a better
understanding of DL and DNN.



PROBLEM STATEMENT



Problem Statement

Inputs

Set of input images:

X � {X1 , ...,Xn}
Matrix of lables:

Y′ �
[
y′1 · · · y

′
n

]
where yi ∈ B

k

s.t.∑
j

yi j � 1 ∀i � 1, 2, ..., n



Problem Statement

Output

Matrix of predicted labels:

Ŷ ∈ Rnxk

s.t.
�
Y − Ŷ

�
< ε

for a given tolerance level ε and a norm ‖·‖



OBJECTIVES AND METHODOLOGY



Objectives

General Objective

To assess the performance of Deep Learning techniques ap-
plied to the detection of specific structures in medical images.



Objectives

Specific Objectives

# To perform a review on the state-of-the-art in Deep Learning.

# To synthesize the theoretical foundations for the Deep Learning
techniques to be used.

# To implement a Deep Learning algorithm and benchmark it
against analogue implementations of the same algorithm.



Methodology

O1: State-of-the-art Review

# Database search and extraction of relevant aspects from the
found sources.

# Order chronologically the information and write the
state-of-the-art.



Methodology

O2: Theoretical Foundations

# Search, select and read additional papers containing the
mathematical structure needed to define Deep Learning
theoretically.



Methodology

O3: Implementation of Algorithm

# Write pseudocode and code a preliminary version.

# Calibrate the parameters of the computational model.

# Benchmark our implementation against a previous
implementation of the same algorithm.



SCOPE



Scope

Scope

# GRIMMAT research areas require Deep Learning tools.

# Implement a Deep Learning algorithm.

# Application to medical images classification.

# Gain understanding in Deep Learning techniques.

# Attend Cornell University’s Program for Research Experience.



INTELLECTUAL PROPERTY



Intellectual Property

Results Ownership

According to the internal regulations on intellectual property within
Universidad EAFIT, the results of this practice are product of the co-
autorship between Prof. Dr. Olga Lucia Quintero-Montoya, Prof.
Dr. Daniel Esteban Sierra-Sosa, and students Jose Daniel Gallego-
Posada and Diego Alejandro Montoya-Zapata.
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