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1 PROBLEM DESCRIPTION

Let I(R) = {[a,b] : a < b, a, b € R} be the set of all closed intevals of R.
Note that I(IR) is a natural extension of the set of real numbers in which we
can identify every real number x with the interval [x, x]. We say a function f
is interval valued if f: R — I(IR).

Consider the mathematical model of a system given by the function g(x, ©),
where © € R™ is the vector of parameters of the system. Given experimental
data {y;i} (inaccurate because the influence of randomness and uncertainty),
we would like to estimate the values of those parameters, so that the model
attains the optimal fitting to the observed data.

In the usual estimation techniques, a vector of real numbers is obtained
(one value for each of the parameters involved), but the probability that the
estimation result happens to be the actual value of the parameter is very low
and is, therefore, very sensitive to perturbations.

However, the use of interval valued analysis allows us to provide regions
in which, given a determined confidence level, we can ensure the enclosing
of the solution, thus reducing the impact of random disturbances and com-
putational errors in the final result. In this case, the result of the estimation
is an interval in I(R), instead of a single element of R.

In addition, it is possible to analyze optimization problems in which the
uncertainty is included in the formulation as intervals in the coefficients of
the objective function but also some cases in the constraints of the problem,
as well as a generalization of the problem to the multi-objective optimization
context, i.e.

min fi(x) Vielu

subject to,

ki(x) = [0,0] VieWw
xeDcCR"

where f;, hi, ki : R™ — I(R), U, V and W are indexing sets, D is the domain
set of the independent variables and < is an order relation.

2 OBJECTIVES

2.1 General Objectives

Perform a computational implementation of multi-objective interval valued
techniques applied to a problem of parameter estimation under uncertainty.
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2.2 Specific Objectives

1. Elaborate a report that describes the main techniques employed in

multi-objective optimization and interval valued optimization.
2. Pose a problem requiring parameter estimation under uncertainty.

3. Perform a computational implementation of the multi-objective inter-
val valued optimization techniques applied to the mentioned estima-

tion problem.

4. Redact a final report detailing the results of the present work.

3 JUSTIFICATION

The vast majority of mathematical models developed to represent various
problems depend on sets of parameters whose values are generally deter-
mined based on experimental measurements of them, or inferred according
to datasets obtained through observation of the phenomenon.

Thus, the uncertainty in those values due to measurement errors, round-
ing in calculations, computational representability and even possibly be-
cause of a lack of knowledge of qualitative information associated with
those parameters, makes the interval analysis and, particularly, the interval-
valued optimization a very useful tool in the development of efficient tech-
niques that solve this kind of problems and reduce undesired effects as the
sensitivity of the obtained results based on those analyzes.

On the other hand, a large number of applications of optimization in
real-life problems encompasses situations whose characteristics require the
simultaneous pursuing of potentially conflicting objectives. Clearly, this
increases the level of detail within the mathematical model by augmenting
the complexity of it and, possibly, the difficulty in the search of efficient

solutions.

A mixture of both tools could lead to the establishment of more robust
techniques when facing the mentioned difficulties, obtaining more reliable
and rigorous results in a mathematical perspective.

4 PRECEDING RESEARCH

The foundations of interval analysis were established by Ramon Moore [1] in
his PhD Disertation in 1963. Based on that work and the advances provided
by Skelboe [2], Hansen [3] and Stroem [4], among others, several authors
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(Ratschek & Voller [5], Bhurjee & Panda [6]) have studied the potential of
interval valued techniques in the field of optimization. On the other hand,
authors like Ichida & Fujii [7] or Karmakar [8] have developed significant
research related to the implementation of multiobjective techniques includ-
ing interval valued optimization. However, there is a lack of efforts in the
implementation of these procedures in the context of parameter estimation
which is one of the principal aims of this research work.

5 SCOPE

This project is a first approach to the multi-objective interval valued opti-
mization techniques, in order to develop a generalization of the interval op-
timization methods towards a representation in terms of parametrizations
(a natural parametrization of an interval is [a, b] = f(t) = a+ (b — a)t with
the parameter t varying in the range [0, 1]). However, this goal may require
further mathematical background as well as a longer time span that would
not be adequate to embbed in a single semester research. Therefore, the pos-
sibility to continue with the generalization mentioned in another research

practice remains open.

6 METHODOLOGY

In order to ensure a proper development of the project, there will be 5 hours
per week available to be focused in the current research. This time includes
weekly meetings between the tutor and the practitioner to assess progress
regarding the research and mathematical development required, review and
discussion of literature in the first phase and subsequent amendments to the
model and computational implementations in software packages as well as

assignment of additional tasks related to the research practice.

7 RESOURCES

Due to the nature of the project, a high percentage of the activities are fo-
cused in theoretical mathematical developments, however, during the ex-
ploratory stages, access to databases provided by the University is required.
Similarly, it is important to consider the usage of software packages, licensed
to the University, that allow rigorous and efficient interval arithmetic calcula-

tions to be performed in the application of the project to a concrete problem.
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QO INTELLECTUAL PROPERTY

According to the internal regulations on intellectual property within Uni-
versidad EAFIT, the results of this practise are product of the co-autorship
between Prof. Dr. Maria Eugenia Puerta Yepes and student Jose Daniel
Gallego Posada.

In case further products, beside academic articles, should be generated
from this work, the intellectual property distribution related to them will be
directed under the current regulation of this matter determined by Univer-
sidad EAFIT [9].
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